I. INTRODUCTION

Trajectory optimization is a powerful framework for controlling complicated robotic systems. The value of trajectory optimization lies primarily in its generality, allowing it to be applied to a very broad class of dynamical systems. Importantly, trajectory optimization can be applied to any type of dynamical system whose dynamics are Markovian, i.e.

\[ \dot{x} = f(x, u) \]  \hspace{1cm} (1)

where \( \dot{x} \in \mathbb{R}^n \) is the time derivative of the state \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) are the controls.

While very general and powerful, trajectory optimization, like all nearly all branches of optimal control, makes the important assumption that the states of the system are known exactly, i.e. that the system has full state feedback. Most formulations of trajectory optimization assume a given initial condition.

Trajectory optimization can be succinctly summarized by the underlying optimization problem being solved:

\[
\begin{align*}
\text{minimize} & \quad \ell(x(t_f)) + \int_0^{T_f} \ell(x(t), u(t))dt \\
\text{subject to} & \quad \dot{x} = f(x, u), \\
& \quad x(0) = x_0, \\
& \quad g(x(t), u(t)) \leq 0, \\
& \quad h(x(t), u(t)) = 0,
\end{align*}
\]  \hspace{1cm} (2)

where \( x(t) \) and \( u(t) \) are the state and control trajectories from time 0 to \( T \). The dynamics constraint, which constrains derivatives of the optimization variables, is what sets trajectory optimization apart from other general nonlinear optimization problems. The field of trajectory optimization is dedicated to finding efficient ways to solve these differentially-constrained optimization problems.

The most common approach, and the one treated exclusively in the current tutorial, is to discretize the problem in time, dividing the time period of length \( T \) seconds into \( N \) segments, typically of equal length of \( \Delta t \) seconds. This results in \( N \) discretization points, also referred to as “knot” points, including the initial and final times. There exist many methods for approximating the integrals in (2) with discrete sums, as well as transforming the ordinary differential equation for the dynamics (1) into a discrete difference equation of the form

\[ x_{k+1} = f(x_k, u_k, \Delta t). \]  \hspace{1cm} (3)

The resulting discrete optimization problem can then be written as:

\[
\begin{align*}
\text{minimize} & \quad \ell_N(x_N) + \sum_{k=0}^{N-1} \ell_k(x_k, u_k, \Delta t) \\
\text{subject to} & \quad x_{k+1} = f(x_k, u_k, \Delta t), k = 1, \ldots, N-1, \\
& \quad g_k(x_k, u_k) \{\leq 0\}, \forall k, \\
& \quad h_k(x_k, u_k) = 0, \forall k,
\end{align*}
\]  \hspace{1cm} (4)

There exist many methods for solving problems of the form (4). These methods are typically divided into two categories: “indirect” and “direct” methods. Direct methods treat both the states and controls as decision variables and use general-purpose nonlinear programming (NLP) solvers, such as SNOPT or IPOPT. These methods typically transcribe the optimization problem into something of the form given in (4), often with varying methods for approximating the continuous-time dynamics or unique formulations of problem constraints. The most common method, direct collocation (DIRCOL), uses Hermite-Simpson integration to integrate both the cost and the dynamics, which is essentially a 3rd order implicit Runge-Kutta integrator for the states and second-order hold (i.e. linear interpolation) for the controls. These methods benefit directly from the robustness and generality of the NLP solvers on which they depend. However, direct methods also tend to be fairly slow and require large optimization packages.

Alternatively, indirect methods exploit the Markov structure of (4) and often impose strict Markovianity across the entire problem, including the cost functions and constraints. The dynamics constraints are then implicitly enforced by simulating forward the system’s dynamics. Differential Dynamic Programming (DDP) and iterative LQR (iLQR) are closely related indirect methods that solve (4) by breaking it into a sequence of smaller sub-problems. DDP methods improve on more naive “simple shooting” methods by incorporating a feedback policy during the forward simulation of the dynamics at each time step. Because of their strict enforcement of dynamic feasibility, it is often difficult to find a control sequence that produces a reasonable initialization for DDP methods. While they are fast and have a low memory footprint, making them amenable to embedded implementation, DDP methods have historically been considered less numerically robust and less well-suited to handling nonlinear state and input constraints.

This tutorial derives a method for solving constrained trajectory optimization problems using DDP or iLQR within an augmented Lagrangian framework. The result is a fast, ef-
ficient algorithm that allows nonlinear equality and inequality constraints on both the states and controls.

II. BACKGROUND

A. Augmented Lagrangian

Augmented Lagrangian is an optimization method for solving constrained optimization problems of the form

\[
\min_x f(x) \\
\text{subject to } c(x) \{\leq, = \} 0.
\]

(5)

One of the easiest methods for solving constrained optimization problems is to move the constraints into the cost function and iteratively increasing the penalty for either getting close to or violating the constraint. However, penalty methods only converge to the optimal answer as the penalty terms are increased to infinity, which is impractical to implement in a numerical optimization routine with limited-precision arithmetic. Augmented Lagrangian methods improve on penalty methods by maintaining estimates of the Lagrange multipliers associated with the constraints. This is accomplished by forming the augmented Lagrangian

\[
\mathcal{L}_A = f(x) + \lambda^T c(x) + \frac{1}{2} c(x)^T I_\mu c(x)
\]

(6)

where \(\lambda\) are the Lagrange multipliers, \(\mu\) are the penalty multipliers, and

\[
I_\mu = \begin{cases} 
0 & \text{if } c_i(x) < 0 \land \lambda_i = 0, \ i \in \mathcal{I} \\
\mu_i & \text{otherwise}
\end{cases}
\]

(7)

The problem is then solved as follows:

1) solve \(\min_x \mathcal{L}_A(x, \lambda, \mu)\), holding \(\lambda\) and \(\mu\) constant
2) update Lagrange multipliers

\[
\lambda_i^+ = \begin{cases} 
\lambda_i + \mu_i c_i(x^\star) & i \in \mathcal{E} \\
\max(0, \lambda_i + \mu_i c_i(x^\star)) & i \in \mathcal{I},
\end{cases}
\]

(8)

3) update penalty term: \(\mu^+ = \phi \mu, \ \phi > 1\)
4) check constraint convergence
5) if tolerance not met, go to 1

where \(\mathcal{E}\) and \(\mathcal{I}\) are the sets of equality and inequality constraint indices, respectively and \(\phi\) is the penalty scaling parameter (typically \(2 \leq \phi \leq 10\)).

B. Linear Quadratic Regulator

The Linear Quadratic Regular (LQR) problem is a canonical problem in the theory of optimal control, partially due to the fact that it has analytical solutions that can be derived using a variety of methods, and from the fact that LQR is an extremely useful tool in practice. We present derivations for both continuous-time and discrete-time LQR. The discrete-time derivation is particularly useful in setting up the ideas that will be used in deriving constrained DDP.

The continuous-time LQR problem is formulated as

\[
\min_{u(t)} \quad \frac{1}{2} x^T(t_f)Q(t_f)x(t_f) \\
+ \frac{1}{2} \int_0^{t_f} [x^T(t)Q(t)x(t) + u^T(t)R(t)u(t)]dt
\]

(9)

s.t. \(\dot{x}(t) = A(t)x(t) + B(t)u(t)\)

where \(R\) is a real, symmetric, positive-definite matrix and \(Q\) is a real, symmetric, positive semi-definite matrix.

and the discrete-time LQR problem is

\[
\min_{u(t)} \quad \frac{1}{2} x_N^TQ_Nx_N \\
+ \frac{1}{2} \sum_{k=0}^{N-1} [x_k^TQ_xx_k + u_k^TR_ku_k]dt
\]

(10)

s.t. \(x_{k+1} = A_kx_k + B_ku_k\)

1) Hamilton-Jacobi-Bellman Derivation: The Hamilton-Jacobi-Bellman equation is an important equation in the theory of optimal control that states the necessary conditions for optimality for a continuous-time system. We define the cost function to be

\[
J(x(t), u(t), t) = \ell(x(t_f), t) + \int_0^{t_f} \ell(x(t), u(t), t)dt
\]

(11)

and the minimum cost function

\[
J^*(x(t), t) = \min_{u(t)} J(x(t), u(t), t).
\]

(12)

We now define the Hamiltonian as

\[
\mathcal{H}(x(t), u(t), J^*_x, t) = \ell(x(t), u(t), t) \\
+ J^*_x T(x(t), t)[f(x(t), u(t), t)]
\]

(13)

where \(J^*_x = \frac{\partial J^*_x}{\partial x}\) and \(f(x(t), u(t), t)\) are the dynamics. The Hamilton-Jacobi-Bellman equation is then

\[
0 = J_x^*(x(t), t) + \mathcal{H}(x(t), u^*(t), J_x^*, t)
\]

(14)

We now use these to solve the continuous LQR problem. We form the Hamiltonian

\[
\mathcal{H}(x(t), u(t), J_x^*, t) = x^T(t)Q(t)x(t) + u^T(t)R(t)u(t) \\
+ J_x^* T(x(t), t)[A(t)x(t) + B(t)u(t)]
\]

(15)

and minimize it with respect to \(u(t)\) by setting \(\partial \mathcal{H}/\partial u = 0:\)

\[
\frac{\partial \mathcal{H}}{\partial u} = Ru + B^T J_x^* = 0.
\]

(16)

Solving with respect to \(u\) yields the optimal control

\[
u^* = -R^{-1}B^T J_x^*
\]

(17)

which is globally optimal since \(\partial^2 \mathcal{H}/\partial u^2 = R(t)\) is positive definite.
Substituting the optimal control back into our Hamiltonian [15]:

$$H(x, u^*, J^*_x, t) = \frac{1}{2}x^TQx + \frac{1}{2}J^*_x^TR^1B^TB^*J^*_x$$
$$+ J^*_x[Ax - BR^1B^TJ^*_x]$$
$$= \frac{1}{2}x^TQx - \frac{1}{2}J^*_x^TB^TB^TJ^*_x$$
$$+ J^*_x^TAx$$

We're now ready to use the Hamilton-Jacobi-Bellman equation [14]. Since the HJB equation is a first-order partial differential equation of the minimum cost, we need to guess a solution, which we assume to be quadratic:

$$J^*(x(t), t) = \frac{1}{2}x^T(t)K(t)x(t)$$

(19)

where $K$ is a symmetric positive-definite matrix.

Plugging these into the HJB equation we get:

$$0 = \frac{1}{2}x^T(K + Q - K^TB^TB^TK + 2KA)x$$

(20)

Leveraging the symmetry of quadratic forms and the fact that (20) must be equal to zero for all $x(t)$ we arrive at the Riccati equation:

$$0 = \dot{K} + Q - K^TB^TB^TK + KA + AT^TK.$$

(21)

When solved for $K(t)$ using a specialized Riccati solver, the optimal control law is given by

$$u^*(t) = -R^{-1}(t)B^T(t)K(t)x(t).$$

(22)

2) Discrete LQR: We now shift our focus to solving the discrete-time LQR problem [10]. We start by defining the value function

$$V_i(x) = \min_{u_{k}, \ldots, u_{N-1}} \frac{1}{2}x_N^TQx_N + \frac{1}{2} \sum_{k=i}^{N-1} x_k^TQx_k + u_k^TR_ku_k$$

subject to the dynamics: $x_{k+1} = A_kx_k + B_ku_k$. This gives the cost of starting at a particular state and simulating the dynamics forward. The cost of the entire trajectory is therefore $V_0(x_0)$. From Bellman equation and the principle of optimality we can re-define the value function in a more convenient, recursive form:

$$V_k(x) = \min_{u_k} \frac{1}{2}x_k^TQx_k + \frac{1}{2}u_k^TR_ku_k + V_{k+1}(A_kx_k + B_ku_k)$$

(23)

which simple state that the cost-to-go is simply the cost incurred for the current decision, plus the cost-to-go of where our current decision takes us (by simulating our dynamics forward one time instance). For convenience, we define the action-value function $Q(x_k, u_k)$ to be the value being minimized:

$$V_k(x) = \min_{u_k} Q(x_k, u_k)$$

(24)

We also assume that $V_k(x)$ is a quadratic form, i.e.

$$V_k(x) = \frac{1}{2}x_k^TP_kx_k$$

(25)

so that the action-value function takes the following form:

$$Q(x_k, u_k) = \frac{1}{2}x_k^TQ_kx_k + \frac{1}{2}u_k^TR_ku_k$$
$$+ \frac{1}{2}(A_kx_k + B_ku_k)^TP_{k+1}(A_kx_k + B_ku_k)$$

(26)

Since there are no controls to optimize at the last time step, we note that

$$V_N(x) = \frac{1}{2}x_N^TQ_Nx_N$$

(27)

Since we know the terminal cost-to-go, we can find the optimal cost-to-go for all time steps once we have a recurrence relation that gives $V_k$ as a function of $V_{k+1}$. We start by optimizing the action-value function at time step $k$, which has the following first-order necessary condition:

$$\frac{\partial Q}{\partial u} = 0$$
$$= R_ku_k + B_k^TP_{k+1}(A_kx_k + B_ku_k)$$

(28)

Solving for $u$ we find the optimal control trajectory:

$$u_k^* = - (R_k + B_k^TP_{k+1}B_k)^{-1}B_k^TP_{k+1}A_kx_k$$
$$= -Q_{ux}^{-1}Q_{ux}x_k$$
$$= -K_kx_k$$

(29)

where $Q_{ux} = \partial^2 Q / \partial u^2$ and $Q_{ux} = \partial^2 Q / \partial u \partial x$. We introduce this notation for easy comparison to the more complicated DDP derivation in the following sections.

With an optimal feedback policy, we now substitute (27) into (26) to get the cost-to-go:

$$V_2(x) = Q(x_k, u_k^*)$$
$$= \frac{1}{2}x_k^TQ_kx_k + x_k^TR_k^TR_kK_kx_k$$
$$+ x_k^T(A_k - B_kK_k)^TP_{k+1}(A_k - B_kK_k)x_k)$$
$$= \frac{1}{2}x^T(Q_k + A_k^TP_k + A_k)$$
$$+ K_k^T(R_k + B_k^TP_{k+1}B_k)K_k$$
$$- K_k^TB_k^TP_{k+1}A_k - A_kP_{k+1}B_kK_k)x_k$$
$$= \frac{1}{2}x^TP_kx_k$$

(30)

where, after substituting in (30) and simplifying,

$$P_k = Q_k + A_k^TP_k + A_k$$
$$- A_k^TP_k + B_k(R_k + B_k^TP_{k+1}B_k)^{-1}B_k^TP_{k+1}A_k.$$ (31)

This establishes the recurrence relation between $V_k$ and $V_{k+1}$, which can be used to recursively calculate the cost-to-go for the entire trajectory, along with the optimal feedback control gains $K_k$.

III. AL-DDP

We now present the derivation for solving constrained trajectory optimization problems using differential dynamic programming and iterative LQR within an augmented Lagrangian framework (AL-DDP or AL-iLQR). The derivation
proceeds very similarly to that of discrete LQR, as derived in Section II-B.2.

The key idea of DDP is that at each iteration, all nonlinear constraints and objectives are approximated using first or second-order Taylor series expansions so that the approximate functions, now operating on deviations about the nominal trajectory, can be solved using discrete LQR. This optimal feedback policy is computed during the “backward pass” (Algorithm 1), since the dynamic programming step begins at the tail of the trajectory, as in LQR. The optimal deviations are then applied to the nominal trajectory during a “forward pass” (Algorithm 2), using the optimal feedback policy during the forward simulation—also known as rollout—of the dynamics.

To handle constraints, we simply “augment” the cost function with the multiplier and penalty terms of the augmented Lagrangian, treating $\lambda$ and $\mu$ as constants. After several iterations DDP, the multipliers and penalty terms are updated, and the process is repeated. The algorithm is summarized in Algorithm 3. We now proceed with the formal derivation.

A. Backward Pass

We first form the augmented Lagrangian of (4):

$$L_A = \ell_N(x_N) + \left(\lambda_N + \frac{1}{2}c_N(x_N)I_{\mu,N}\right)^T c_N(x_N)$$

$$+ \sum_{k=0}^{N-1} \left[\ell_k(x_k, u_k, \Delta t) + \left(\lambda + \frac{1}{2}c_k(x_k, u_k)^T I_{\mu,k}\right)^T c_k(x_k, u_k)\right]$$

$$= L_N(x_N, \lambda_N, \mu_N) + \sum_{k=0}^{N-1} L_k(x_k, u_k, \lambda_k, \mu_k)$$

where $\lambda_k \in \mathbb{R}^p_k$ is a Lagrange multiplier, $\mu_k \in \mathbb{R}^p_k$ is a penalty weight, and $c_k = (\bar{\mu}_k, \bar{\ell}_k) \in \mathbb{R}^{p_k}$ is the concatenated set of inequality and equality constraints with index sets $I_k$ and $E_k$, respectively. $I_{\mu,k} \in \mathbb{R}^{p_k \times p_k}$ is the penalty matrix defined in (7).

We now define the cost-to-go and the action-value functions as before:

$$V_N(x_N)|_{\lambda,\mu} = L_N(x_N, \lambda_N, \mu_N)$$

$$V_k(x_k)|_{\lambda,\mu} = \min_{u_k} \left\{ L_k(x_k, u_k, \lambda_k, \mu_k) \right\}$$

$$+ V_{k+1}(f(x_k, u_k, \Delta t))|_{\lambda,\mu}$$

$$= \min_{u_k} Q_k(x_k, u_k)|_{\lambda,\mu},$$

where $V_k(x)|_{\lambda,\mu}$ is the cost-to-go at time step $k$ evaluated with the Lagrange multipliers $\lambda$ and the penalty terms $\mu_k$.

In order to make the dynamic programming step feasible, we take a second-order Taylor series of the nonlinear cost-to-go

$$\delta V_k(x) \approx \frac{1}{2} \partial_k^T P_k \delta x_k + p_k^T \delta x_k$$

where $P_k$ and $p_k$ are the Hessian and gradient of the cost-to-go at time step $k$, respectively. It is important to note that by taking Taylor series approximations, we have now switched to optimizing deviations about the nominal control trajectory.

Similar to (28), we can trivially calculate the cost-to-go at the terminal time step since there are no controls to optimize:

$$p_N = (\ell_N)_{x} + (c_N)_{x}^T (\lambda + I_{\mu,N}c_N)$$

$$P_N = (\ell_N)_{xx} + (c_N)_{xx}^T I_{\mu,N}(c_N)_{x}$$

which are simply the gradient and Hessian of (34) with respect to the states $x_N$.

The relationship between $\delta V_k$ and $\delta V_{k+1}$ is derived by taking the second-order Taylor expansion of $Q_k$ with respect to the state and control,

$$\delta Q_k = \frac{1}{2} \left[ \frac{\partial^2 V_k}{\partial u_k} \right]_{x_k} Q_{xx} \delta x_k + Q_{xu} \delta u_k + Q_u \delta u_k^T$$

Dropping the time-step indices for notational clarity, the block matrices are,

$$Q_{xx} = \ell_{xx} + A^T P^T A + c_x^T I_{\mu}\delta x$$

$$Q_{uu} = \ell_{uu} + B^T P^T B + c_u^T I_{\mu}\delta x$$

$$Q_{xu} = \ell_{xu} + B^T P^T A + c_u^T I_{\mu}\delta x$$

$$Q_u = \ell_u + B^T p^T + c_u^T (\lambda + I_{\mu}c)$$

where $A = \partial f / \partial x|_{x_k, u_k}$, $B = \partial f / \partial u|_{x_k, u_k}$, and $i$ indicates variables at the $k+1$ time step. It is in this step that we differentiate between DDP and iLQR. DDP computes the full second-order expansion, which includes computations with rank-3 tensors resulting from the vector-valued dynamics and general constraints. iLQR computes these expansions only to first order, such that the dynamics and constraints are both linear in the states and controls, resulting in a Gauss-Newton approximation of the true Hessian. While this lower accuracy expansion results in the need for more iterations, these iterations are considerably less expensive to compute, often resulting in a considerably faster overall convergence rate. The value of the full second-order information often depends on the type of problem being solved, and there exist a variety of methods for approximating the rank-3 tensor information without the need to explicitly compute it. The motivation for the name “iterative LQR” should now be clear, as we see that by linearizing the dynamics we arrive at problem nearly identical to (10).

Minimizing (40) with respect to $\delta u_k$ gives a correction to the control trajectory. The result is a feedforward term $d_k$ and a linear feedback term $K_k \delta x_k$. Regularization is added to ensure the invertibility of $Q_{uu}$:

$$\delta u_k^* = -(Q_{uu} + \rho I)^{-1} (Q_{ux} \delta x_k + Q_u) \equiv K_k \delta x_k + d_k.$$
Substituting $\delta u_k^i$ back into (40), a closed-form expression for $p_k$, $P_k$, and the expected change in cost, $\Delta V_k$, is found:

$$
P_k = Q_{xx} + K_k^T Q_{uu} K_k + K_k^T Q_{ux} + Q_{xx} K_k$$

$$(47)$$

$$p_k = Q_x + K_k^T Q_{uu} d_k + K_k^T Q_{ux} + Q_{xx} d_k$$

$$(48)$$

$$\Delta V_k = d_k^T Q_u + \frac{1}{2} d_k^T Q_{uu} d_k.$$  

$$(49)$$

### Algorithm 1 Backward Pass

1: function BACKWARDPASS($X, U$)
2: \[ p_N, P_N \leftarrow \text{[38], [39]} \]
3: for $k=N-1:-1:0$ do
4: \[ \delta Q \leftarrow \text{[40], [41], [43]} \]
5: if $Q_{uu} > 0$ then
6: \[ K, d, \Delta V \leftarrow \text{[46], [49]} \]
7: else
8: Increase $\rho$ and go to line 3
9: end if
10: end for
11: return $K, d, \Delta V$
12: end function

### B. Forward Pass

Now that we have computed the optimal feedback gains for each time step, we now update the nominal trajectories by simulating forward the dynamics. Since the initial state is fixed, the entire forward simulation can be summarized by the following updates:

$$\delta x_k = \bar{x}_k - x_k$$

$$(50)$$

$$\delta u_k = K_k \delta x_k + \alpha d_k$$

$$(51)$$

$$\bar{u}_k = u_k + \delta u_k$$

$$(52)$$

$$\bar{x}_{k+1} = f(x_k, \bar{u}_k)$$

$$(53)$$

where $x_k$ and $\bar{u}_k$ are the updated nominal trajectories and $0 \leq \alpha \leq 1$ is a scaling term.

1) Line Search: As with all nonlinear optimization, a line search along the descent direction is needed to ensure an adequate reduction in cost. We employ a simple backtracking line search along the descent direction to ensure $\alpha$ is decreased after a successful backward pass. The regularization term $\rho$ is increased prior to starting the backward pass. Increasing the regularization term effectively makes the partial Hessian in (46) more like the identity matrix, effectively “steering” the Newton step direction towards the more naive gradient descent direction, which tends to be more reliable when the current iterate is far from the local optimum.

The regularization is also increased if the partial Hessian in (46) looses rank during the backward pass. In this case, the regularization term is increased and the backward pass is restarted from the beginning. The regularization is only decreased after a successful backward pass. The regularization scaling value is usually between 1.5 and 2.0.

### Algorithm 2 Forward Pass

1: function FORWARDPASS($X, U, K, d, \Delta V, J$)
2: Initialize $\bar{x}_0 = x_0$, $\alpha = 1$, $J \leftarrow J$
3: for $k=0:1:N-1$ do
4: \[ \bar{u}_k = u_k + K_k(\bar{x}_k - x_k) + \alpha d_k \]
5: \[ \bar{x}_{k+1} \leftarrow \text{Using } \bar{x}_k, \bar{u}_k, \text{ [3]} \]
6: end for
7: $J \leftarrow \text{Using } X, U$
8: if $J$ satisfies line search conditions then
9: \[ X \leftarrow \bar{X}, U \leftarrow \bar{U} \]
10: else
11: Reduce $\alpha$ and go to line 3
12: end if
13: return $X, U, J$
14: end function

### C. Termination Conditions

The “inner” DDP/iLQR solve is run until one of the following termination conditions is met:

- The cost decrease between iterations $J_{\text{prev}} - J$ is less than some intermediate tolerance, $\epsilon_{\text{intermediate}}$. This is the typical exit criteria.
- The feedforward gains go to zero. We compute the average maximum of the normalized gains:

$$\nabla_{\text{dfg}} = \frac{1}{N-1}\sum_{k=0}^{N-1} \frac{||d_k||_{\infty}}{||U_k||_{\infty} + 1}$$

$$(56)$$

- The solver hits a maximum number of iterations, $T_{\text{max}}$.
A. Square Root Backward Pass

Augmented Lagrangian methods make rapid convergence on constraint satisfaction, but only as long as the penalty terms are updated at every outer loop iteration. This can quickly lead to very large penalty parameters, resulting in severe numerical ill-conditioning. To help mitigate this issue and make AL-iLQR more numerically robust we derive a square-root backward pass inspired by the square-root Kalman filter.

D. Augmented Lagrangian Update

One the inner solve hits one of the termination conditions listed in section III.C the dual variables are updated according to,

$$
\lambda_{ki}^+ = \begin{cases} 
\lambda_{ki} + \mu_k c_k(x_k^*, u_k^*) & i \in E_k \\
\max(0, \lambda_{ki} + \mu_k c_k(x_k^*, u_k^*)) & i \in I_k,
\end{cases}
$$

and the penalty is increased monotonically according to the schedule,

$$
\mu_{ki}^+ = \phi \mu_{ki},
$$

where $\phi > 1$ is a scaling factor.

After experimenting with various different heuristic schemes for updating the multipliers and the penalty parameters, we have found that the most naive approach, that is updating them every outer loop iteration, is by far the most reliable approach. It’s possible that better performance may be achieved by skipping penalty updates, or only updating some of penalty parameters (e.g. the ones corresponding to active constraints), but we found that the most basic approach works the best on the largest variety of problems.

E. Hyperparameters

For convenience, we summarize all the hyperparameters in AL-iLQR, splitting them between those used for the inner unconstrained iLQR solve and those used by the outer Augmented Lagrangian solver.

IV. IMPROVEMENTS

Here we provide some improvements to the AL-iLQR algorithm derived in the previous section. These improvements are all incorporated into the ALTRO algorithm, summarized in Algorithm 3 and implemented in TrajectoryOptimization.jl.

A. Square Root Backward Pass

Augmented Lagrangian methods make rapid convergence on constraint satisfaction, but only as long as the penalty terms are updated at every outer loop iteration. This can quickly lead to very large penalty parameters, resulting in severe numerical ill-conditioning. To help mitigate this issue and make AL-iLQR more numerically robust we derive a square-root backward pass inspired by the square-root Kalman filter.

Algorithm 3 Iterative LQR

1: Initialize $x_0$, $U$, tolerance
2: $X \leftarrow$ Simulate from $x_0$ using $U$, (3)
3: function iLQR($X$, $U$)
4:    $J \leftarrow$ Using $X$, $U$
5:    do
6:        $J^− \leftarrow J$
7:        $K, d, \Delta V \leftarrow$ BACKWARD_PASS($X$, $U$)
8:        $X, U, J \leftarrow$ FORWARD_PASS($X$, $U$, $K, d, \Delta V, J^−$)
9:    while $|J^− - J|$ > tolerance
10:   return $X$, $U$, $J$
11: end function

Algorithm 4 ALTRO

1: 
2: procedure
3:    Initialize $x_0$, $U$, tolerances; $\bar{X}$
4:    if Infeasible Start then
5:        $X \leftarrow \bar{X}$, $s_{0:N−1} \leftarrow$ from (74)
6:    else
7:        $X \leftarrow$ Simulate from $x_0$ using $U$
8:    end if
9:    $X, U, \lambda \leftarrow$ AL-iLQR($X$, $U$, tol.)
10:   $(X, U, \lambda) \leftarrow$ PROJECTION($(X, U, \lambda)$, tol.)
11: return $X$, $U$
12: end procedure

1) Background: To begin, we provide some background on matrix square-roots. The Cholesky factorization of a square positive-definite matrix $G$ factors the matrix into two upper-triangular matrices $G = U^T U$, where the upper-triangular matrix factor $U$ can be considered a “square root” of the matrix $G$. We denote this matrix square root as $U = \sqrt{G}$.

Also in terms of background, the QR factorization $F = QR$ returns an upper-triangular matrix $R$ and an orthogonal matrix $Q$.

We now seek a method for computing $\sqrt{A+B}$ in terms of $\sqrt{A}$ and $\sqrt{B}$, where $A, B \in \mathbb{R}^{n \times n}$ are square positive-definite matrices. We begin by noting that

$$
A + B = \begin{bmatrix} \sqrt{A^T} & \sqrt{B^T} \\ \sqrt{A} & \sqrt{B} \end{bmatrix} = F^T F
$$

where $F \in \mathbb{R}^{2n \times n}$. Taking the QR factorization of $F$ we get

$$
A + B = F^T F = R^T Q^T Q R
$$

since $Q^T Q = I$ given that $Q$ is an orthogonal matrix. Therefore we have that $R = \sqrt{A+B}$ since $R$ is upper-triangular. We use $QR(\cdot)$ to denote the operation of taking the QR factorization of the argument and returning the upper-triangular factor.

The related equation $\sqrt{A−B}$ can be computed using successive rank-one downdates of $\sqrt{A}$ using the rows of $\sqrt{B}$. We denote this operation as $\text{DOWNDATE}(\sqrt{A}, \sqrt{B})$.

2) Derivation: The ill-condition of the backward pass is most significant in the Hessian of the cost-to-go, $P_k$. Our objective is to find an algorithm that only stores the square root of this matrix and never calculates it explicitly.

We begin by calculating the square root of the terminal cost-to-go:

$$
\sqrt{P_N} = QR(\begin{bmatrix} (\ell_{N})_{xx} \\ I_{\mu, N \times CN} \end{bmatrix})
$$

All that is left is to find $\sqrt{P_k}$ as an expression in terms of $\sqrt{P_{k+1}}$. We start by finding the square roots of $Q_{xx}$ and
The square root of $P_k$ is then
\[
\sqrt{P_k} = QR_R \left( \begin{bmatrix} Z_{zu} + Z_{xz}^T Q_{ux} \\ \text{DOWNDATE} \left( Z_{uu}, Z_{xz}^T Q_{xx} \right) \cdot K \end{bmatrix} \right).
\]  

\[ (72) \]

**B. Infeasible State Trajectory Initialization**

Desired state trajectories can often be identified (e.g., from sampling-based planners or expert knowledge), whereas finding a control trajectory that will produce this result is usually challenging. Dynamically infeasible state trajectory initialization is enabled by introducing additional inputs to the dynamics with slack controls $s \in \mathbb{R}^n$,

\[
x_{k+1} = f(x_k, u_k) + s_k, \quad (73)
\]
to make the system artificially fully actuated.

Given initial state and control trajectories, $\hat{x}$ and $U$, the initial infeasible controls $s_{0:N−1}$ are computed as the difference between the dynamics and desired state trajectory at each time step:

$$s_k = \hat{x}_{k+1} - f(\hat{x}_k, u_k)$$  \hfill (74)

The optimization problem (3) is modified by replacing the dynamics with (73). An additional cost term,

$$\sum_{k=0}^{N−1} \frac{1}{2} \delta s_k^T R s_k,$$  \hfill (75)

and constraints $s_k = 0, k=0,\ldots,N−1$ are also added to the problem. Since $s_k = 0$ at convergence, a dynamically feasible solution to $\hat{s}$ is still obtained.

### C. Optimizing Quaternions

When dealing with robotic systems with arbitrary orientation, such as satellites, airplanes, quadrotors, etc., the 3D orientation must be optimized. Rotations present a unique challenge for optimization since all vector parameterizations of rotations are either underparameterized (e.g. Euler angles) or subject to constraints (e.g. rotation matrix or quaternions). Quaternions are often considered the best parameterization, such as satellites, airplanes, quadrotors, etc., the 3D dynamics with (73). An additional cost term, $\delta \Phi$ when $\delta q$ is a small rotation. We seek the Jacobian $G(q)|_{q_0}$ that maps from the quaternion to our three-dimensional differential, $\phi$. From above, we have $q = q_0 \otimes \delta q = q_0 \otimes \phi = M(q_0)H\phi$, so $G(q)^T = M(q_0)H$.

If $h(q) : q \mapsto \mathbb{R}^p$ is a function that maps a quaternion to a real-valued vector, the linearization of $h(q)$ gives

$$\delta h \approx G(q) \frac{\partial h(q)}{\partial q} G(q)^T \phi.$$  \hfill (78)

Similarly, for a real-valued function $g(q) : q \mapsto \mathbb{R}$, the second-order Taylor series expansion is

$$\delta g \approx \frac{\partial g(q)}{\partial q} G(q)^T \phi + \frac{1}{2} \phi^T G(q) \frac{\partial^2 g(q)}{\partial q^2} G(q)^T \phi.$$  \hfill (79)

#### 2) Quaternion AL-iLQR: We now present modifications to AL-iLQR in order to optimize states that contain quaternions. With standard commercial solvers, like those used in direct trajectory optimization methods, quaternions can only be treated as vectors in $\mathbb{R}^4$, often resulting in poor performance. With AL-iLQR we can modify the algorithm to correctly optimize with respect to a unit quaternion. Extensions of this method to states with multiple quaternions are easily obtained through simple concatenation.

Let $x \in \mathbb{R}^n (n \geq 4)$ be a state vector containing a unit quaternion of the form,

$$x = \begin{bmatrix} y \end{bmatrix} \in \mathbb{R}^n$$  \hfill (80)

where $y \in \mathbb{R}^{n-4}$ is a standard vector and $q$ is the quaternion. Using the results from above, the difference between two states, $x$ and $x_0$, is

$$\delta x = \begin{bmatrix} \delta y \\ \phi \end{bmatrix} = \begin{bmatrix} y - y_0 \\ H^T(q_0^* \otimes q) \end{bmatrix} \in \mathbb{R}^{n-1},$$  \hfill (81)

from which we get the Jacobian,

$$G(x) = \begin{bmatrix} I_{n-4} \otimes 0 \\ 0 \otimes G(q) \end{bmatrix}$$  \hfill (82)

where $G(x) \in \mathbb{R}^{n-1 \times n}$. The next sections detail how to modify the AL-iLQR backward and forward passes to correctly take expansions with respect to quaternion states.

**Backward pass:** The backward pass of iLQR linearizes the dynamics at each time step and approximates the cost-to-go as a quadratic function by taking the second-order Taylor series expansion of the cost-to-go. $P_N \in S_{n^+}, p_N \in \mathbb{R}^n$ are the Hessian and gradient of the terminal cost-to-go and the corrected terms are,

$$\hat{P}_N = G(x_N) P_N G(x_N)^T \quad \hat{p}_N = G(x_N)p_N$$  \hfill (83)

$Q_{xx}$, $Q_{ux}$, and $Q_x$ are the terms from the approximate quadratic expansion of the action-value function at time step $k$ that must be modified. The corrected terms from the expansion are:

$$\hat{Q}_{xx} = G(x_k)Q_{xx}G(x_k)^T \quad \hat{Q}_{ux} = Q_{ux}G(x_k)^T \quad \hat{Q}_{x} = G(x_k)Q_x.$$  \hfill (85) (86) (87)
optimization problem: iLQR slows down. We present an active-set projection method to rapidly converge on the constraints once the convergence of AL-

hand, exhibit quadratic convergence near the optimal solution. Active-set methods, on the other

methods suffer from slow “tail” convergence, or convergence as discussed previously. As a result, augmented Lagrangian

D. Solution Polishing

three-parameter angular representation \( \phi \) where \( \tilde{W} \in \mathbb{S}_+^{n-1} \), \( V \in \mathbb{S}_+^m \) are cost matrices. Here the three-parameter angular representation \( \phi \) is penalized.

D. Solution Polishing

Augmented Lagrangian methods only make good progress on constraints as long as the penalty terms are updated. However, the penalties can only be updated a finite number of times before the penalties result in severe ill-conditioning, as discussed previously. As a result, augmented Lagrangian methods suffer from slow “tail” convergence, or convergence near the optimal solution. Active-set methods, on the other hand, exhibit quadratic convergence near the optimal solution. We present an active-set projection method to rapidly converge on the constraints once the convergence of AL-iLQR slows down.

This final solution polishing method solves the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \delta z^T H \delta z \\
\text{subject to} & \quad D \delta z = d
\end{align*}
\]

where \( z \in \mathbb{R}^{Nn \times (N-1)m} \) is the concatenated vector of the states and controls at all time steps, \( H \) is the Hessian of the cost, and \( D, d \) are the linearized active constraints. Constraints are considered active if the constraint violation is less than some small positive value \( \epsilon_{\text{constraint}} \).

This problem essentially projects the solution from AL-iLQR onto the constraint manifold, while minimizing impact to the cost. Algorithm [5] takes successive Newton steps \( \delta z \), only updating the constraint Jacobian \( D \) when the convergence rate \( r \) drops below a threshold, allowing re-use of the same matrix factorization \( S \) for inexpensive linear system solutions. Further, this algorithm can be implemented in a sequential manner [11] that does not require building large matrices, making it amenable to embedded systems.

Algorithm 5 Projection

1: function Projection(Y, tol.)
2: \( H^{-1} \leftarrow \text{invert Hessian of objective} \)
3: while \( ||d||_\infty > \text{tol. do} \)
4: \( d, D \leftarrow \text{linearize active constraints} \)
5: \( S \leftarrow \sqrt{DH^{-1}D^T} \)
6: \( v \leftarrow ||d||_\infty \)
7: \( r \leftarrow \infty \)
8: while \( v > \text{tol. and } r > \text{conv. rate tol. do} \)
9: \( Y, v^+ \leftarrow \text{LineSearch}(Y, S, H^{-1}, D, d, v) \)
10: \( r \leftarrow \log v^+/\log v \)
11: end while
12: end while
13: return \( Y \)
14: end function

Algorithm 6 Projection Line Search

1: function LineSearch(Y, S, H^{-1}, D, d, v_0)
2: Initialize \( \alpha, \gamma \)
3: while \( v > v_0 \) do
4: \( \delta Y_p \leftarrow H^{-1}D^T(S^{-1}S^{-T}d) \)
5: \( \tilde{Y}_p \leftarrow Y_p + \alpha \delta Y_p \)
6: \( d \leftarrow \text{updateConstraints}(\tilde{Y}_p) \)
7: \( v \leftarrow ||d||_\infty \)
8: \( \alpha \leftarrow \gamma \alpha \)
9: end while
10: return \( \tilde{Y}, v \)
11: end function

REFERENCES